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**Question #1 MCQs [40 marks]**

1. Which of the following is not a type of attribute in WEKA?

A) Nominal B) Numeric C) Binary D) Ordinal

2. What does the "Filter" option in WEKA allow you to do?

A) Visualize data

B) Remove missing values

C) Classify data

D) Generate association rules

3. The primary algorithm behind the J48 classifier in WEKA is:

A) Naive Bayes

B) Neural Network

C) kNearest Neighbors

D) Decision Tree

4. Which metric is not typically used to evaluate a classification model in WEKA?

A) Precision B) Recall C) Lift D) Accuracy

5. In a classification task, which WEKA tool can be used to assess the performance of the model using crossvalidation?

A) Knowledge Flow B) Experimenter

C) Simple CLI D) Explorer

6. Which visualization tool in WEKA helps you understand the decision boundaries of a classifier?

A) ROC Curve B) Confusion Matrix

C) Decision Boundary Plot D) Attribute Selection Graph

7. Which clustering algorithm is commonly used in WEKA?

A) kMediod B) Hierarchical Clustering

C) KMeans D) Centroidbased Clustering

8. The main purpose of clustering in data mining is:

A) Predicting future values B) Classifying new instances

C) Finding natural groupings in data

D) Visualizing data

9. Apply the NaiveBayes classifier on the Weather dataset with 10fold crossvalidation. What is the accuracy of the model?

A) 64% B) 74% C) 84% D) 94%

10. Using the RandomForest classifier on the Breast Cancer dataset with default settings, what is the kappa statistic value?

A) 0.60 B) 0.70 C) 0.80 D) 0.90

11. Identify the attribute with the highest number of missing values in the Breast Cancer dataset.

A) Age B) Menopause C) Tumorsize D) Nodecaps

12. Apply the SMO (Support Vector Machine) classifier to the Diabetes dataset with default settings. What is the precision for the 'tested\_positive' class?

A) 0.65 B) 0.75 C) 0.85 D) 0.95

13. Using the FilteredClassifier with the Diabetes dataset, first apply the Normalize filter, then use J48. What is the accuracy of the model?

A) 70% B) 75% C) 80% D) 85%

14. Using the J48 classifier on the Titanic dataset, which attribute is at the root of the decision tree?

A) Class B) Sex C) Age D) Fare

15. Using the IBk (knearest neighbors) classifier on the Wine dataset, what is the accuracy when k=3?

A) 85% B) 90% C) 95% D) 100%

16. What is the value of the mean absolute error for the IBk (knearest neighbors) classifier with k=3 on the Wine dataset?

A) 0.02 B) 0.04 C) 0.06 D) 0.08

17. Apply the Logistic classifier on the Heart Disease dataset. What is the AUC (Area Under the ROC Curve) for the model?

A) 0.70 B) 0.80 C) 0.94 D) 1.00

18. Load the Iris dataset in WEKA and apply the kmeans clustering algorithm with k=3. What is the sum of squared errors (SSE) for the clustering?

A) 56.67 B) 78.85 C) 102.34 D) 133.17

19. Load the Weather dataset in WEKA. Use the "Discretize" filter on the 'temperature' attribute. What is the number of discrete bins created by default?

A) 5 B) 10 C) 15 D) 20

20. After discretizing the 'temperature' attribute in the Weather dataset, apply the NaiveBayes classifier. Does the accuracy improve compared to the original dataset?

A) Yes, by more than 5% B) Yes, by less than 5%

C) No change D) Accuracy decreases

**Question #2 [40 marks]**

You are provided with the “Titanic dataset”. Your task is to build a machine learning model to predict its target variable using various Data Mining techniques.

* Data Exploration and Visualization:
* Load the dataset and explore its structure using Pandas.
* Visualize key features to gain insights into the data.
* Data Preprocessing:
* Handle any missing values and outliers in the dataset.
* Perform feature scaling and transformation if necessary.
* Model Building and Evaluation:
* Split the dataset into training and testing sets  
   (e.g., 70% training, 30% testing).
* Build and train a classification model using the following algorithms:

Decision Trees | | Gradient Boosting

* Evaluate the model's performance using metrics

like accuracy, precision, recall, and F1score on the test set.

* Visualize the confusion matrix and ROC curve for model evaluation.
* Determine which model classification accuracy is better.